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1. INTRODUCTION

The mission of the US Department of Energy’s Nuclear Energy Advanced Modeling and Simulation
(NEAMS) Program is to develop, apply, deploy, and support state-of-the-art predictive modeling and
simulation tools for the design and analysis of current and future nuclear energy systems using computing
architectures ranging from laptops to leadership-class facilities. NEAMS is organized into three product
lines: the Fuels Product Line (FPL),the Reactors Product Line (RPL), and the Integration Product Line
(IPL). The FPL and RPL focus on the development of high-fidelity tools such as the MOOSE-based
applications BISON and MARMOT [3, 9] at Idaho National Laboratory, and the PROTEUS neutronics
code and the NEK5000 computational fluid dynamics code from the Simulation-based High-efficiency
Advanced Reactor Prototyping (SHARP) framework [10]. The NEAMS IPL will enable users to apply
high-fidelity simulations to inform lower order models for the design, analysis, and licensing of advanced
nuclear systems.

The NEAMS Workbench [6, 7, 5] initiative is part of the NEAMS IPL and is designed to facilitate the
transition from conventional tools to high-fidelity tools by providing a common user interface for model
creation, review, execution, and visualization for integrated codes. It was first used to support MOOSE
applications in June 2016 and has since been broadly applied to other high-fidelity tools.

The overall objective of this project is to facilitate the pre- and post-processing steps when running a model
with Nek5000 by leveraging the NEAMS Workbench user-friendly interface. The long-term objective is to
provide the user with the same workflow that is proposed in most of the commercial and open-source CFD
packages. Previous work focused on developing Python modules and scripts to integrate a typical Nek5000
workflow within the NEAMS Workbench [1]. Recently, a more advanced tool, referred to as Nek4Nuc, was
developed on the top of the current Nek5000 workflow by leveraging the Hierarchical Input Template
Expansion Engine (HALITE) [4] to generate some of the required files directly from the input file. One of
the main achievements of this new tool is its ability to generate FORTRAN 77 code to implement boundary
conditions, initial conditions, and flow parameters—typically cumbersome tasks for a user.

This report presents the most recent updates on the effort to integrate the Argonne National Laboratory
(ANL) tool Nek5000 [2] thermal hydraulic analysis code into the NEAMS Workbench. The most recent
efforts have focused on adding post-processing capabilities (Section 2.), implementing line plot capabilities
(Section 3.), and supporting regular expressions for initial and boundary conditions, as well as source terms
(Section 4.). Each of the following sections is illustrated with an example.

The reader is referred to ORNL/TM-2016/215 [1] for more details regarding integration of Nek5000 into
the NEAMS Workbench.

2. POST-PROCESSING CAPABILITIES

Nek5000 already supports post-processing capabilities such as time-average data and history file to collect
field values at given locations and for each time step. These capabilities require a user to modify the *.usr
file written in FORTRAN 77 that serves as the interface between the user and the Nek5000 program.

These post-processing capabilities are now available to a user through the Nek4Nuc input file, an extension
of the Nek5000 input. The syntax is simple and consists of a single block denoted by [PPS ] in the input
file, as shown in Fig. 1. Setting time_average to yes collects time-average data for all fields by adding the
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Figure 1. Post-processing (PPS) block in the Nek4Nuc input file.

line call avg_all() in the *.usr file. Input parameters for setting the history points is achieved with a
sub-block that consists of the file format (file) containing the coordinates of the points (txt, csv and his
formats), the number of points (number_points), and specification of when to start/stop collecting data
(step_begin and step_end). The vorticity is enabled with the sub-block vorticity that takes a single variable
output to control the frequency at which the vorticity data are output. Binary output files storing the
vorticity are readable by Workbench via the integrated VisIt visualization tool. A brief description of the
keywords supported by the PPS block is provided in Table 1.

Table 1. Input parameters for the PPS block when using Nek4Nuc input file

Input argument Description Type
time_average Collect time-average data for all fields Single value
history_points Set history points for all fields Sub-block

vorticity Compute and dump vorticity Sub-block

The Workbench’s Nek4Nuc runtime environment uses the open source Workbench Analysis Sequence
Processor (WASP) Standard Object Notation (SON) interpreter to parse the document and the Hierarchical
Input Validation Engine (HIVE) to verify that the document is correct according to the Nek4Nuc input
schematic [4]. Nek4Nuc subsequently writes the data in JSON format for use by HALITE and invokes
HALITE with the Nek5000 templates. The FORTRAN 77 code is then automatically generated by
HALITE by substituting the appropriate data values into the Nek5000 templates, as illustrated in Fig. 2.
The HALITE syntax is denoted by the hash-tag symbol # followed by keywords surrounded with <>,
which refers to variables from the input file converted to JSON format. Nek4Nuc compiles the FORTRAN
77 code generated by HALITE by using the Nek5000-provided compiler script, makenek. The PPS
capabilities detailed above are illustrated in an example called 2d-rectangle-pps that models an inlet/outlet
flow in a two-dimensional rectangle. Numerical results of the instantaneous velocity field and the vorticity
are shown in Figures 3 and 4, respectively. These figures were obtained using Workbench-integrated VisIt.
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Figure 2. Template file (left) called by HALITE to generate FORTRAN 77 code (right) in the *.usr
file.

3. LINE-PLOT FOR VELOCITY-BASED VARIABLES

The line plot capability allows a user to extract velocity-based variables along a line within the geometry.
The data are saved in a text file and can be plotted using Workbench’s post-processing capabilities. The
line plot capabilities are currently only available for the following velocity-based variables:

• Instantaneous velocity field (type_var = itt)

• Time-average velocity field (type_var = avg)

• Kinetic energy (type_var = knrg)

• Turbulent kinetic energy (type_var = tknrg)

• Reynolds stresses (type_var = rm2)

Line plot parameters are specified in a sub-block inside the VELOCITY block. A user can define multiple
line plots within the same input file (one sub-block per line plot). Each line plot is defined by its two end
points—which are referred to as pt1 and pt2—and a number of samples denoted by nb_points. The data to
be extracted are specified with the variable type_var. Data are extracted at every output time step and are
written in the text file name. The line plot syntax is illustrated in the example 2d-rectangle-line-plot, and
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Figure 3. Velocity magnitude in a 2D rectangle after 100 time steps.

Figure 4. Vorticity magnitude in a 2D rectangle after 100 time steps.

the associated input file is shown in Fig. 5. Four line plots are set at different locations of the mesh to
collect the velocity-based variables. Note that each line plot sub-block requires up to 350 lines of
FORTRAN 77 code to extract, compute, and write the data. Implementation of the logic in the *.usr file is
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Figure 5. Input file for the 2d-rectangle-line-plot example illustrating the syntax for the line plot sub-
blocks.

handled by HALITE and does not require any programming from the user. Once the data is extracted and
stored in a text file, the values can be plotted using the post-processing capabilities available in Workbench,
as shown in Fig. 6.

4. REGULAR EXPRESSIONS

Regular expressions are now supported by the Nek4Nuc input file, allowing the user to set non-uniform
boundary conditions, initial conditions, volumetric source terms, forces, and flow properties. This new
capability was tested on an example referred to as low_mach_test, which is part of the Nek5000 example
suite [8]. In [8], the method of manufactured solution (MMS) is used to assess the convergence order of the
spectral element method. The same Nek5000 session was generated from the Nek4Nuc input file shown in
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Figure 6. Line plot of the time-average velocity extracted after 100 time steps.

Fig. 7. The source terms derived from the MMS are functions of the local coordinates X and Y, and the

Figure 7. Velocity and temperature blocks with regular expressions.

flow properties (i.e., density and viscosity) are functions of the temperature, which is denoted by TEMP.
Regular expressions are also used to set the initial conditions (see u_ic and ps_ic variables) and the
boundary conditions (see u_bc and ps_bc variables) for the velocity field and temperature field,
respectively. A sample of the *usr file generated by HALITE using the regular expressions provided by the
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user in the Nek4Nuc input file is shown in Fig. 8. Numerical results of the velocity and temperature fields

Figure 8. FORTRAN 77 code generated by HALITE in the *.usr file to implement temperature-
dependent density and viscosity coefficients.

are presented in Fig. 9. The manufactured solution corresponds to a steady-state solution that should be
preserved for each new time step, assuming that the numerical method is correct.

5. CONCLUSIONS AND FUTURE WORK

This report summarizes the most recent additions to the Nek4Nuc capability that drives Nek5000 within
the NEAMS Workbench. Post-processing capabilities can now be set by a user through a Nek4Nuc input
file using a simple syntax. The line plot capability offers easy access to the numerical solution for analysis
of relevant turbulent flow parameters. Extracted data can be plotted using the NEAMS Workbench
post-processing capabilities, avoiding the use of a third-party package while streamlining the workflow and
the production of relevant data for analysis. Each new capability is illustrated with an example, all of which
are available with the latest Workbench release and can serve as templates or tutorials.

In this report, it was also demonstrated that the combination of Nek4Nuc and HALITE can be used to
generate complex FORTRAN 77 codes to be compiled by the Nek5000 tool. The ability to generate
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Figure 9. Velocity (top) and temperature (bottom) fields for the low-Mach test using the method of
manufactured solution.

FORTRAN 77 code in an automated manner will provide additional quality assurance to the analyst’s
work. Since Nek5000 must be compiled before run-time, the Nek4Nuc capability of consistently
generating the *.usr file and compiling the Nek5000 executable will improve Nek5000 performance in an
NQA-1 environment.

Future work will include support for the latest Nek5000 versions through updates to the input schematic
and addition of new post-processing capabilities while supporting Nek5000 end-users collaborating with
ORNL.
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